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Many viruses, including retroviruses, undergo frequent recombination, a process which can increase their
rate of adaptive evolution. In the case of HIV, recombination has been responsible for the generation of
numerous intersubtype recombinant variants with epidemiological importance in the AIDS pandemic. Al-
though it is known that fragments of genetic material do not combine randomly during the generation of
recombinant viruses, the mechanisms that lead to preferential recombination at specific sites are not fully
understood. Here we reanalyze recent independent data defining (i) the structure of a complete HIV-1 RNA
genome and (ii) favorable sites for recombination. We show that in the absence of selection acting on
recombinant genomes, regions harboring RNA structures in the NL4-3 model strain are strongly predictive of
recombination breakpoints in the HIV-1 env genes of primary isolates. In addition, we found that breakpoints
within recombinant HIV-1 genomes sampled from human populations, which have been acted upon extensively
by natural selection, also colocalize with RNA structures. Critically, junctions between genes are enriched in
structured RNA elements and are also preferred sites for generating functional recombinant forms. These data
suggest that RNA structure-mediated recombination allows the virus to exchange intact genes rather than
arbitrary subgene fragments, which is likely to increase the overall viability and replication success of the
recombinant HIV progeny.

Recombination is a vital source of genetic diversity for many
RNA viruses (15, 18, 37, 38, 48, 49). By combining polymor-
phisms present in distinct genomes into a new genome in a
single round of replication, recombination enables viruses to
more rapidly access greater sequence space than is possible by
the stepwise accumulation of point mutations. The net effect is
to facilitate both the combination of advantageous mutations
within individual highly fit genomes and the removal of dele-
terious mutations from viral populations. In the case of human
immunodeficiency virus (HIV), these processes contribute to
the dynamic evasion of immune responses and to the evolution
of drug resistance (20, 27, 34, 45).

In addition to encoding information necessary for protein
production, the genomes of RNA viruses, including HIV, con-
vey functional information through their secondary and ter-
tiary structures. These structures regulate many stages of the
viral replication cycle, including genome replication, genome
packaging into new viral particles, and intracellular trafficking
(5, 6, 30, 36, 42). Studies on recombination in RNA viruses in
general and in retroviruses in particular have indicated that
RNA secondary structures play a potentially important role in
genetic recombination (8, 9, 12, 13, 16, 21, 23, 24, 41).

In retroviruses, recombination results primarily from tem-
plate switching during reverse transcription between the two
RNA genomes that are present in the same viral particle (22,
50). If these two copies are genetically different, as in a het-
erozygous virus, template switching results in genetic recom-
bination. RNA structures influence recombination in at least
two ways. First, RNA structures at the 5� end of the genomic
RNA form base-pairing and other interactions that allow ge-
nomes to dimerize. These RNA structures thus indirectly affect
recombination by regulating the efficiency with which het-
erodimers of genomic RNA form and are packaged into viral
particles (4, 10, 11, 35, 39, 44, 52). Second, RNA structures
appear to directly promote template switching via two different
proposed mechanisms. Studies performed with reconstituted
in vitro systems have shown that secondary structures can in-
duce stalling of reverse transcriptase at the base of an RNA
hairpin and thereby increase the probability of template
switching in the ascending strand of this structure (40). In
parallel, studies with both tissue culture and reconstituted in
vitro systems have indicated that RNA structure-mediated tem-
plate switching may occur, via a branch migration process, in
the descending strand of an RNA hairpin (13, 33).

To date, experimental work aimed at dissecting the mecha-
nism of recombination has primarily employed simplified mod-
els involving template switching between closely related model
sequences. Recombination between closely related strains, in-
cluding viruses belonging to the same quasispecies present in
an infected individual, is certainly frequent and important for
the generation and emergence of antiviral resistance and im-
mune escape variants (17, 27, 34). However, a critical feature
of the recombination process as an evolutionary force is that of
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allowing reshuffling of genetic information carried by distantly
related viral strains. For recombination between more-diver-
gent viruses, the degree of local sequence similarity becomes
an additional crucial factor influencing the frequency and pat-
terns of recombination (1, 31, 51).

Together, these factors regulate the production of a recom-
binant population on which selection acts, favoring certain
progeny and purging others. A pair of recent studies focusing
on intersubtype HIV-1 group M recombination emphasized
that breakpoints falling within certain regions of env or pol
yield chimeric proteins that have a higher probability of being
dysfunctional than when breakpoints occur in other parts of
these genes (14, 43). In the case of env, two factors—the
mechanistic tendency for recombination to occur more fre-
quently at certain genome sites and selection against dysfunc-
tional recombinants—were shown to account almost entirely
for recombination patterns observed in naturally sampled se-
quences (43).

The recent determination of the secondary structure of a full
HIV-1 genome, corresponding to the NL4-3 isolate (47), pro-
vides the opportunity to test, with hitherto unachievable pre-
cision, the influence of RNA secondary structure on HIV re-
combination breakpoint distributions. Here we examine both
experimentally determined recombination frequencies in env
and the recombination breakpoint distribution detectable
within natural HIV recombinants (43) and attempt to disen-
tangle the relative contributions of RNA secondary structure,
nucleotide sequence conservation, and natural selection to ob-
served recombination patterns.

MATERIALS AND METHODS

All sequences used in this work, including that of NL4-3, were aligned to the
HXB2 reference sequence (GenBank accession no. K03455), as outlined by
Korber et al. (25). Position numbers in the text and figures correspond to HXB2
numbering.

Experimental data set. Recombination frequencies across overlapping frag-
ments of the entire env gene for a range of HIV-1 primary isolates (6 isolates of
HIV-1 group M, subtype A, 1 isolate of subtype B, 1 isolate of subtype C, 2
isolates of subtype D, and 3 isolates of subtype G) have been described previ-
ously (43).

Sequences sampled from nature. A previously described HIV-1 group M
envelope sequence alignment (27) was analyzed. Briefly, this alignment included
30 “pure” HIV-1 subtype sequences (3 for each subtype), 106 circulating recom-
binant form (CRF) sequences (2 for each CRF), and 197 apparently unique
recombinant sequences retrieved from the Los Alamos National Laboratory
(LANL) HIV Sequence Database (http://hiv-web.lanl.gov/).

Extent of conserved RNA secondary structure in env in primary HIV-1 iso-
lates. The degree of RNA secondary structure across the env gene, expressed as
the percentage of paired nucleotides over a 50-nucleotide (nt) sliding window,
was first determined using the NL4-3 secondary structure model (47). We then
estimated whether these RNA structures were present in the individual primary
isolates used in the recombination experiments (43). The sequence of each
primary isolate was aligned to that of NL4-3. For each paired nucleotide in the
NL4-3 structure model, we determined whether the corresponding nucleotide in
each primary isolate could pair with the nucleotide at the complementary base-
paired position in the NL4-3 structure. The rationale behind this calculation
was to include biologically relevant base pairings that have apparently been
maintained through coevolution. Nucleotides within the primary isolate env
sequences that could pair (A-U, G-C, or G-U) were assigned a score of 1;
those that could not form a canonical pair were given a score of 0. The extent
of RNA secondary structure was calculated for each position in the NL4-3
model as the mean pairing score for the primary isolates, averaged over a
50-nt sliding window along env.

Median SHAPE reactivity and recombinant breakpoint distributions. Median
SHAPE (selective 2�-hydroxyl acylation analyzed by primer extension) reactivity
values were calculated over a sliding 75-nt window, based on the single-nucle-

otide resolution analysis of a complete HIV-1 NL4-3 genome (47). The recom-
bination breakpoint distribution along the whole genome analyzed here is es-
sentially identical to that published previously (43), except that a 75-nt instead of
200-nt sliding window was used to calculate breakpoint clustering probabilities.

Distribution of experimental and simulated recombinant breakpoints relative
to RNA hairpin motifs in env. We defined an RNA hairpin as a structure
containing a stem of three or more paired nucleotides with no additional em-
bedded hairpins. By this definition, there are 37 hairpin elements in the env
coding region. Simulated recombination breakpoints were generated as de-
scribed previously (3). Briefly, 15 sets of breakpoints (one for each of the 15 pairs
studied in reference 43, for a total of 371 breakpoints) were generated 1,000
times. For both experimental and simulated data sets, the central nucleotide of
each breakpoint window was numbered according to the position of its homo-
logue within the HXB2 reference genome. The position of this central nucleotide
relative to RNA hairpin motifs present in the current secondary structure model
for the NL4-3 genome (see Fig. 2A) was computed. If this central nucleotide fell
outside a hairpin, the distance to the closest hairpin was calculated.

Permutation test of associations between recombination breakpoint clustering
and RNA secondary structure (permutation test A). A permutation test of
recombination breakpoint clustering based on that described previously (29) was
used to determine associations between RNA secondary structure and break-
point clustering. This test is a modification of one described previously (19) and
accounts for uncertainties in recombination breakpoint site identification due to
the underlying degree of sequence conservation (recombination is easier to
detect in more divergent regions). The summed total of all median SHAPE
reactivity estimates for all mapped recombination breakpoint sites (371 in the
experimental env analysis and 691 in the full-genome analysis) was compared
with those determined for 10,000 simulated data sets. The proportion of simu-
lated data sets with summed SHAPE reactivity scores that were lower than or
equal to those of the real data sets was taken as the probability that there was not
a significant tendency for recombination breakpoints to fall at sites with low
SHAPE reactivity scores (corresponding to sites that had a high probability of
having base-paired secondary structures).

Permutation test of associations between recombination breakpoint cluster-
ing, genome location, and RNA secondary structure (permutation test B). The
same permutation test as that described previously (29) was used to determine
whether recombination breakpoints were significantly more or less clustered
within specified pairs of genome regions. In all cases, observed breakpoint
distributions were compared with breakpoint distributions determined for 10,000
simulated data sets, each displaying precisely the same number and character of
recombination signals (spacing between breakpoint positions, degrees of paren-
tal sequence relatedness, and numbers of sequences carrying evidence of recom-
bination), but with randomized breakpoint positions. In comparing, for example,
breakpoint densities within region A (for example, low-SHAPE gene border
sites) with those in region B (for example, high-SHAPE gene border sites), the
breakpoint numbers observed within regions A and B in the real data set were
randomly distributed between the regions in each of the 10,000 simulated data
sets. Simulated data sets in which the number of breakpoints in region A was
equal to or greater than the number observed in region A of the real data set
were counted. This count was then divided by 10,000 to yield the probability that
breakpoints were not significantly more clustered in region A than in region B.
The inverse test (whether breakpoints were not significantly more clustered in
region B than in region A) was also performed.

Definition of local sequence identity in env. To define regions of high and low
similarity within env, pairwise alignments between two given isolates were made
and the level of sequence identity was computed over a 30-nt sliding window.
Based on previous observations (3), the presence of more than 15% nonidentical
residues between the two parental sequences in the 30-nt region 3� of the
potential breakpoint strongly decreases the probability of recombination. Re-
gions presenting �4 nonidentical residues in a pairwise alignment in the 30-nt
window were therefore taken to be highly similar; conversely, sequences with �5
discordant residues were considered not highly similar.

RESULTS

Strong correlation between recombination and RNA struc-
ture in HIV-1. Mechanisms of recombination vary among RNA
viruses. For retroviruses, including HIV, recombination occurs
primarily during reverse transcription, when the viral reverse
transcriptase switches, midreplication, from one to the other of
the two genomic RNA copies that are copackaged within in-
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dividual viral particles (21). This mechanism of recombination,
termed copy choice, is strongly influenced by two factors. Re-
combination is enhanced by local sequence similarity between
the two genomic RNAs (3, 12, 31, 51), and specific stem-loop
structures efficiently promote template switching, generating
defined recombination hot spots (12, 13).

We recently investigated recombination frequencies within the
envelope genes (env) of primary HIV-1 isolates by using a tissue
culture system that generates recombinant forms in the absence
of any selective pressure (43). This work showed that recombina-
tion rates varied significantly across env (Fig. 1A, light blue line),
with recombination hot spots corresponding to the most con-
served parts of the gene and cold spots generally corresponding to
the least conserved regions. However, sequence similarity is
clearly not the only determinant of the recombination breakpoint
distribution, because recombination rates varied widely even
within gene regions with high degrees of sequence identity (Fig.
1A, compare brown and light blue traces).

Two recombination-prone regions in env correspond to pre-
viously described RNA structures: the Rev-responsive element
(RRE) (32) and an RNA hairpin located in the C2 portion of
the gp120 coding region (33) (Fig. 1A, bars). This correlation
raised the possibility that recombination efficiencies in env
might be modulated by previously undetected RNA secondary
structures. A recently developed RNA secondary structure
model for an entire HIV-1 genome (47) now makes it possible
to test this hypothesis.

Based on the secondary structure model for the HIV-1
NL4-3 genome, we calculated the probability that secondary
structures identified in NL4-3 (47) are also present in the RNA
genomes of the isolates used in the selection-free recombina-
tion assays (43). Since recombination was measured using mul-
tiple HIV-1 strains from different group M subtypes, we nor-
malized the extent of conserved base pairing (and covariant

residues) to account for the effects of sequence variation with
respect to NL4-3. To estimate the probability that a structure
identified in NL4-3 is also present in primary isolates, we
calculated the number of NL4-3 pairings maintained in the
primary isolates over a sliding 50-nt window across env.

Strikingly, the local extent of conserved RNA secondary
structure was highly correlated with the sites of recombination
across env (Fig. 1A, compare light and dark blue profiles). The
correlation seen by visual comparison was readily shown to be
statistically significant (P � 0.0001; permutation test A [see
Materials and Methods]).

Recombination breakpoints within env were previously shown
to be clustered at six hot spots (43) (light blue bars at bottom of
Fig. 1A). Therefore, in addition to the whole-gene analysis, we
evaluated the relationship between recombination breakpoint
frequency and RNA secondary structure by comparing the ex-
tents of conserved RNA secondary structure within and outside
these hot spots. The recombination hot spots had a significantly
higher degree of predicted base pairing than the remainder of the
gene (P � 0.007; unpaired t test) (Fig. 1B).

In sum, both the whole-gene and recombination hot spot
analyses indicated that recombination has a strong tendency to
occur more frequently in genomic regions rich in experimen-
tally detected RNA structures.

Topological mapping of recombination breakpoints on
HIV-1 env RNA structures. The close association between re-
combination and the local level of RNA structure, inferred
statistically, was further investigated by mapping recombina-
tion rates onto the experimentally constrained HIV-1 env sec-
ondary structure for the NL4-3 genome (47). Regions with the
highest recombination rates (Fig. 2A, red areas) were highly
overrepresented in regions of the RNA that form strong sec-
ondary structures. Conversely, recombination was the least
frequent in large loops and in regions connecting hairpin struc-

FIG. 1. Recombination rates, sequence similarity, and RNA secondary structure in the env gene of HIV-1. (A) Comparison of recombination
rates (light blue) and degrees of sequence identity (brown) in the analyzed HIV-1 group M isolates (43) with the distribution of conserved RNA
structures (dark blue). The distribution of conserved RNA secondary structures was calculated based on the SHAPE-constrained structure
determined for the NL4-3 HIV-1 genome (47). Recombination hot spots, defined as regions containing at least one significant hot spot (P � 0.01)
for breakpoint clustering and bounded by statistically significant (P � 0.05) cold spots for breakpoint clustering (43), are indicated by light blue
bars. (B) Comparison of the predicted extents of RNA secondary structure within and outside recombination hot spots. The large box encompasses
the central one-half of the data, the central horizontal line gives the mean, and the upper and lower whiskers indicate standard deviations. The
regions with the highest recombination rates have significantly higher degrees of RNA structure (P � 0.007) than the remainder of the gene. For
this analysis, regions 5 and 6 were taken as a single region.
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FIG. 2. Locations of recombination breakpoints on HIV-1 env RNA structures. (A) Recombination rates per nucleotide (43) plotted on the
structure of the HIV-1 NL4-3 env gene (47). Nucleotides are numbered relative to the HXB2 proviral DNA sequence. Two previously
characterized RNA structures, the RRE and the previously identified hairpin in C2, are labeled. (B) Distribution of 371 experimental recombi-
nation breakpoints obtained in the absence of selection relative to hairpin RNA structural elements in env (black bars) versus randomly generated
breakpoints (white bars) (error bars indicate standard deviations). Breakpoints falling outside hairpin structures are shown both binned by distance
from the nearest hairpin and summed.
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tures (Fig. 2A, black areas). The secondary structure model for
env contains many hairpins, including structures in which a
hairpin is nested within the structure of a larger hairpin ele-
ment. This organization complicates the statistical analysis of
whether local structures influence recombination. We there-
fore focused on a conservative hairpin definition (see Materials
and Methods). We then evaluated whether this set of hairpins
(37 total hairpins, covering 1,149 of 2,895 nt, or 40% of env)
contained more recombination breakpoints than would be ex-
pected by chance.

The bias for recombination to occur experimentally more fre-
quently inside hairpins was statistically highly significant (Wil-
coxon test; P � 0.0001). The converse observation was also clear,
such that breakpoints fell less frequently than expected by chance
in regions outside hairpin structures (Fig. 2B).

Relationship between recombination, protein domains, and
HIV-1 gene structure. It was recently shown, by replication
experiments performed in cell culture, that recombination in
env and in pol does not yield uniformly functional variants.
Instead, many recombination events yield dysfunctional pro-
teins that are presumably strongly selected against under nat-
ural infection conditions. In addition, the probability that a
recombinant is functional varies significantly with the position
at which recombination occurs within a gene (14, 43). The
clustering of breakpoints, as observed in natural group M
HIV-1 recombinants, appears to be linked to the structure of

the encoded protein. For example, breakpoints tend to cluster
at discrete sites within the part of env that encodes gp120, a
protein which has a complex tertiary structure organization. In
the region encoding the gp41 protein, which does not have the
same complex organization, breakpoints are instead distrib-
uted more homogeneously (26).

The analyses described above emphasize that highly struc-
tured RNA elements promote recombination and that highly
structured regions within the RNA genome tend to occur at
the junctions between domains in HIV-1 proteins. In addition,
the RNA structure at protein domain junctions is expected to
facilitate recombination in a way that is less likely to create
dysfunctional protein chimeras. These three ideas—the corre-
lation between RNA structure and recombination, the enrich-
ment of RNA structure at protein domain junctions, and the
higher probability of generating functional products when re-
combination occurs at protein domain junctions—suggest that
there might be large-scale relationships between RNA struc-
ture and recombination in HIV-1.

To determine how gene arrangement and the distribution of
RNA secondary structure elements might influence natural
recombination patterns, we reanalyzed the locations of recom-
bination breakpoints within an alignment of near-full-length
genome sequences from 274 HIV-1 group M isolates (de-
scribed previously in reference 43) (Fig. 3A). Specifically, we
used a permutation test (permutation test B [see Materials and

FIG. 3. Association between RNA structures predicted across the HIV-1 genome and recombination breakpoint distributions detectable in 247
near-full-length sequences sampled from nature (691 breakpoints). (A) HIV-1 gene organization, border regions between individual peptide
coding regions (horizontal black bars), and positions of breakpoints inferred from circulating natural sequences. (B) Breakpoint density map
inferred from an alignment of natural circulating HIV-1 sequences (red line) (43) compared to the distribution of RNA structures inferred from
the median SHAPE reactivity profile (blue line) (47). SHAPE data (blue) are plotted on an inverted scale such that peaks indicate high levels of
RNA structure. The height of the breakpoint density map (red) indicates the probability that recombination breakpoint distributions are not more
clustered than would be expected by chance within a 75-nucleotide window centered on a given position. SHAPE reactivity values for sites where
recombination breakpoints cluster are significantly lower than can be accounted for by chance (P � 0.0008).
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Methods]) to evaluate recombination breakpoint densities at
four distinct sets of nucleotide sites: (i) those within 30 nucle-
otides of gene junctions (called “gene border” sites) (Fig. 3A);
(ii) those more than 30 nucleotides distant from gene junctions
(called “internal gene” sites); (iii) those with median SHAPE
reactivity of �0.25, which correspond to the most highly struc-
tured genome regions (called “low-SHAPE” sites [blue shad-
ing in Fig. 3B]); and (iv) genome sites with SHAPE reactivity
of �0.25, which are therefore in relatively unstructured regions
of the genome (called “high-SHAPE” sites).

In order to test whether low-SHAPE sites (corresponding to
regions with high degrees of RNA structure) had higher break-
point densities than high-SHAPE sites (regions with lower
degrees of RNA structure), we first considered gene border
and internal gene sites separately. For both the gene border
and internal gene sites, breakpoints were significantly more
clustered at low-SHAPE sites than at high-SHAPE sites (P �
0.0004 for gene border sites and P � 0.0261 for internal gene
sites; permutation test B). This indicates that RNA structure
has a large and readily detectable influence on recombination
breakpoint positions, independent of where these structures
occur in relation to gene boundaries (Fig. 3).

We next tested the influence of gene junctions on recombi-
nation breakpoint densities by comparing gene border and
internal gene sites either within low-SHAPE sites or within
high-SHAPE sites (again equivalent to high versus low levels
of RNA structure, respectively). Gene border sites had signif-
icantly higher breakpoint densities than internal gene sites,
irrespective of whether low-SHAPE or high-SHAPE sites were
considered (P � 0.0002 for both low-SHAPE and high-SHAPE
sites; permutation test B). Thus, in HIV-1, recombination
breakpoints identified in intersubtype recombinants found in
nature cluster at gene boundaries.

To determine if one of these two factors—RNA structure or
gene position—constitutes the predominant determinant of
the HIV-1 breakpoint patterns, we compared high-SHAPE
regions located at gene border sites (for which a high density of
breakpoints is expected due to their location, but not due to
RNA structure) to low-SHAPE regions found in internal gene
sites (for which RNA structure is predictive of a large number
of breakpoints, but the location in the genome is not). Al-
though we observed a slightly higher density of breakpoints at
high-SHAPE/gene border sites than at low-SHAPE/internal
gene sites, the difference was not significant (P � 0.382; per-
mutation test B).

In sum, these results indicate that both high levels of RNA
secondary structure and the locations of gene boundaries con-
tribute to the distribution of natural recombination break-
points in HIV-1 and that neither of these factors prevails
significantly over the other.

Recombination, local sequence identity, and RNA struc-
tures. Recombination between two retroviral genomes tends to
be enhanced in regions of high sequence similarity (1–3, 31,
51). Similarly, base-paired sites within the RNA secondary
structure model of the NL4-3 genome occur more frequently in
regions with high sequence similarity (47). The latter correla-
tion likely reflects, in part, conservation driven by both protein
coding and RNA structure formation constraints (47). We
therefore tested whether breakpoint clustering within highly

structured genome regions was attributable simply to sequence
similarity rather than to the direct influence of RNA structure.

Paradoxically, in the full genome sequences analyzed in this
work, the most highly structured genome regions (defined as
those with a median SHAPE reactivity of �0.25 over a 75-nt
window) had an average similarity of 0.849 (standard deviation
[SD] � 0.176), which is essentially identical to that for less-
structured genome regions (with a median SHAPE reactivity
of �0.25), with an average similarity of 0.889 (SD � 0.152).
The higher density of breakpoints found in the highly struc-
tured regions of HIV-1 genomes is thus not attributable simply
to these genome regions having a higher degree of sequence
similarity than less-structured regions.

The env gene appears to be a special case in HIV-1, because
the association between sequence similarity and secondary
structure is different from that seen in the remainder of the
genome. Highly structured RNA regions within env have an
average similarity of 0.923, whereas sequence similarity in un-
structured regions is only 0.859. Therefore, focusing on env, we
sought to evaluate the impact of RNA structure on recombi-
nation breakpoint distributions by comparing regions with sim-
ilar degrees of sequence identity but different degrees of struc-
ture. We divided env into highly similar sequences, defined as
regions with sequence identities of �0.85; the remaining re-
gions were defined as not highly similar. This similarity cutoff
reflects prior work indicating that a sequence divergence of
�0.15 is associated with a significant reduction in recombina-
tion probability (3). There was a significantly higher frequency
of breakpoints within the highly structured regions than in the
less-structured regions (0.3196 versus 0.1502 per nt; P �
0.0001).

Thus, RNA structure makes a readily detected contribution
to the recombination breakpoint pattern, even within env,
where highly structured regions do colocalize with regions of
high sequence similarity.

DISCUSSION

The RNA genomes of HIV and other RNA viruses contain
secondary and tertiary structures that convey critical functional
information. The locations and stabilities of these RNA struc-
tures within HIV genomes evolve in response to multiple se-
lective pressures. For example, highly stable RNA secondary
structures are found in the linker segments that separate indi-
vidual proteins and that define domains within the HIV-1 Gag,
Gag-Pol, and Env proteins. These structures appear to modu-
late ribosome processivity, consistent with a role in facilitating
stepwise folding of individual protein domains (47). Here we
identified a second, independent role of genome-wide RNA
secondary structure: the promotion of genetic recombination
at specific locations within the genome. There are two broad
implications of our analysis.

First, RNA structure is strongly predictive of recombination
breakpoint sites. In the absence of selection, there is a clear
predictive association between SHAPE reactivity data and the
frequency of recombination in the env gene (P � 0.0001; per-
mutation test A). Local analysis of the breakpoint distribution
further strengthens this association, since breakpoints are pref-
erentially located within hairpins predicted in the experimen-
tally defined NL4-3 HIV-1 secondary structure (Fig. 2). These
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results clearly indicate a direct involvement of RNA structures
in promoting recombination and are consistent with the pre-
dominant mechanisms proposed for the copy choice process,
which emphasize a crucial role for double-stranded structures
in the RNA (33, 40). Remarkably, for natural recombinants,
which additionally experience natural selection, there remains
a strong association between SHAPE-detected RNA struc-
tures and recombination breakpoint distributions (P � 0.0008;
permutation test A [see Materials and Methods]). However, in
natural recombinants, the distribution is additionally influ-
enced independently by the positions of gene junctions.

Second, RNA structures near gene borders promote recom-
bination locally, with the net effect of minimizing the apparent
chance that recombination will generate genes that express
dysfunctional proteins. The probability of recombination-in-
duced protein misfolding or dysfunctionality decreases as re-
combination breakpoints move from the center of genes to-
ward their borders (7, 28, 46). Genome sites within 30
nucleotides of gene borders have significantly higher break-
point densities than internal gene sites, even after controlling
for the extent of RNA folding at these sites. Since these gene
border sites have a greater tendency to be base paired than
regions in the rest of the HIV-1 genome (P � 0.057; one-tailed
Fisher’s exact test), we infer that RNA structures also function
to guide recombination toward gene junctions.

Overall, this analysis supports the basic hypothesis that the
global pattern of HIV-1 genomic RNA structure plays a cen-
tral role in multiple facets of the biology of this virus. This work
reveals that structured RNA sequences that encode interpro-
tein linkages within viral polyproteins are favored recombina-
tion breakpoint sites. Our data imply that recombination be-
tween viruses belonging to different HIV-1 subtypes would
then tend to shuffle entire genes or subgene fragments that
encode autonomously folding protein domains. By promoting
the modular assembly of genomes through recombination, the
risks of fitness losses associated with genetic exchanges be-
tween divergent genomes would be reduced. RNA structures
within the genome therefore appear to directly enhance the
adaptive value of recombination during HIV-1 evolution.
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